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Learning Curve Analysis
In this appendix, we describe the two ways to develop learning curves—unit formulation and cumulative 
average formulation—and discuss associated issues. 

Unit Formulation
Unit formulation (or unit theory) states that as the quantity of units doubles, unit cost decreases by a 
constant percentage. It is represented by the formula 

Y = AXb, where

Y = the cost of the Xth unit,

A = the first unit (T1) cost,

X = the unit number, and

b = the slope coefficient (defined as the Ln (slope) / Ln (2)).

What causes the cost to decrease as the quantity doubles is the rate of learning, depicted by b in the 
equation. Stated more simply, if the slope were 80 percent, then the value of unit 2 would be 80 percent of 
the value of the 1st unit, the 4th unit would be 80 percent of the value of the 2nd unit, and so on. As the 
quantity doubles, the cost reduces by the learning curve slope.

Cumulative Average Formulation
Cumulative average formulation is commonly associated with T. P. Wright, who initiated an important 
discussion of this method in 1936.14 The theory is that as the total quantity of units produced doubles, the 
cumulative average cost decreases by a constant percentage. This approach uses the same functional form 
as unit formulation, but it is interpreted differently:

Y = AXb, where

Y = the average cost of X units,

A = the first unit (T1) cost,

X = the cumulative number of units, and

b = the slope coefficient (defined as above).

In cumulative average theory, if the average cost of the first 10 units were $100 and the slope were 90 
percent, the average cost of the first 20 units would be $90, the average cost of the first 40 units would be 
$81, and so on. 

The difference between unit formulation and cumulative average theory is in where the curve affects the 
overall cost. For the first few units, using cumulative average will yield higher cost savings than using 

14 T. P. Wright, “Factors Affecting the Cost of Airplanes,” Journal of Aeronautical Science 3:4 (1936): 122–28; reprinted in 
International Library of Critical Writings in Economics 128:3 (2001): 75–81.
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a unit curve with the same slope. As the number of units increases, the difference between the results 
decreases.

Choosing between Unit Formulation and Cumulative Average
Choosing a formulation is not so much a science as an art. No firm rules would cause a cost estimator to 
select one approach over the other, but analyzing some factors can help decide which might best model the 
actual production environment. Some factors to consider when determining which approach to use are

analogous systems,1.	

industry standards,2.	

historic experience, and3.	

expected production environment.4.	

Analogous Systems

Systems that are similar in form, function, development, or production process may help justify choosing 
one method over the other. For example, if an agency is looking to buy a modified version of a commercial 
aircraft and unit curve were used to model the production cost for a previous version of a modified 
commercial jet, the estimator should choose unit formulation.

Industry Standards

Certain industries sometimes tend to prefer one method over the other. For example, some space systems 
have a better fit using cumulative average formulation. If an analyst were estimating one of these space 
systems, cumulative average formulation should be used, since it is an industry standard.

Historic Experience

Some contractors have a history of using one method over another because it models their production 
process better. The cost estimator should use the same method as the contractor, if the contractor’s 
method is known.

Expected Production Environment

Certain production environments favor one method over another. For example, cumulative average 
formulation best models production environments in which the contractor is just starting production with 
prototype tooling, has an inadequate supplier base, expects early design changes, or is subject to short lead 
times. In such situations, there is a risk of concurrency between the development and production phases. 
Cumulative averaging helps smooth out the initial cost variations and provides overall a better fit to the 
data. In contrast, unit formulation is a better fit for production environments where the contractor is well 
prepared to begin production in terms of tooling, suppliers, lead times, and so on. As a result, there is less 
need for the data to be smoothed out by averaging the results.

There are no firm rules for choosing one method over the other. Choosing between unit formulation and 
cumulative average formulation should be based on the cost estimator’s ability to determine which one 
best models the system’s costs.
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Production Rate Effects and Breaks in Production
Not only do costs decrease as more units are produced but also costs usually decrease as the production 
rate increases. This effect can be modeled by adding a rate variable to the unit learning formulation. The 
equation then becomes

Y = AXbQr, where

Y, A, X, and b are as defined earlier,

Q = production rate (quantity per time period or lot), and

r = rate coefficient (Ln (slope) / Ln (2)).

This rate equation directly models cost reductions achieved by economies of scale. The rate at which 
items can be produced can also be affected by the continuity of production. Production breaks may occur 
because of program delays (budget or technical), time lapses between initial and follow-on orders, or labor 
disputes. Examining a production break can be divided into two questions:

How much learning has been lost (or forgotten) because of the break in production?■■

How will the learning loss affect the costs of future production items?■■

An analyst can answer the first question by using the Anderlohr method for estimating the loss of 
learning. The analyst can then determine the effect of the loss by using the retrograde method.

Anderlohr Method
When assessing the effect of a production break on costs, it is necessary first to quantify how much 
learning was achieved before the break and then to quantify how much of it was lost by the break. 
The Anderlohr method divides learning into five categories: personnel learning, supervisory learning, 
continuity of production, methods, and special tooling. Personnel learning loss occurs because of layoffs 
or removal of staff from the production line. Supervisory learning loss occurs when the number of 
supervisors is reduced because personnel have been reduced, so that supervisors who may no longer be 
familiar with the job are no longer able to provide optimal guidance. 

Learning can also be lost when production continuity changes because the physical configuration of 
the production line has moved or optimization for new workers is lacking. Methods are usually affected 
least by production breaks, as long as they are documented. However, revisions to the methods may be 
required if the tooling has to change once the production line restarts. Finally, tools may break during the 
production halt or may not be replaced when they are worn, causing productivity loss.

Each category must have a weight assigned to capture its effect on learning. The weights can vary by 
production situation but must always total 100 percent. To find the percentage of lost learning—known 
as the learning lost factor—the estimator must determine the learning lost factor in each category and 
then calculate the weighted average (see table 71).
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Table 71: The Anderlohr Method for the Learning Lost Factor

Category Weight Learning lost Weighted loss

Personnel learning 30% 51% 0.1530

Supervisory learning 20 19 0.0380

Production continuity 20 50 0.1000

Tooling 15 5 0.0075

Methods 15 7 0.0105

Total learning lost 100% 0.3090 or 30.9%
Source: DOD.

In the table, if the production break were 6 months, the effect on learning would be almost a 31 percent 
reduction in efficiency, since the production line shut down. 

Retrograde Method
Assume that 10 units had been produced before the production break. The true cost of the first unit 
produced after the production break would then equal the cost of the 11th unit—assuming no production 
break—plus the 30.9 percent penalty from the lost learning. The retrograde method simply goes back up 
the learning curve to the unit (X) where that cost occurred. The number of units back up the curve is 
then the number of retrograde or lost units of learning. Production restarts at unit X rather than at unit 11. 

As illustrated by the Anderlohr and retrograde methods, costs increase as a result of production breaks. 
Cost estimators and auditors should question how the costs were estimated to account for learning that is 
lost, taking into account all factors that can be affected by learning.

Step-Down Functions
A step-down function is a method of estimating first unit production costs from prototype (or 
development) cost data. The first step is to account for the number of equivalent prototype units, based 
on both partial and complete units. This allows the cost estimator to capture the effects of units that are 
not entirely whole on the improvement curve. For example, if the development program includes a static 
article that represents 85 percent of a full aircraft, a fatigue article that represents 50 percent of a full 
aircraft, and three full aircraft, the development program would have 4.35 equivalent units. If the program 
is being credited with learning in development, the first production unit would then be unit 5.35. 

After equivalent units have been calculated, the analyst must determine if the cost improvement achieved 
during development on these prototype units applies to the production phase. The following factors 
should be considered when analyzing the amount of credit to take in production for cost improvement 
incurred in development:

the break between the last prototype unit and the start of production units,■■

how similar the prototype units are to the production units,■■

the production rate, and■■

the extent to which the same facilities, processes, and people are being used in production as in ■■

development.
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By addressing these factors, the analyst can determine proper placement on the curve for the first 
production unit. For example, analysis might indicate that cost improvement is continuous and, therefore, 
the first production unit is really the number of equivalent development units plus one. If it is further 
determined that the development slope should be the same as the production slope, the production 
estimate can be calculated by continuing down the curve for the desired quantity. This is referred to as the 
continuous approach.

Analysis of the four factors often leads the analyst to conclude that totally continuous improvement is 
not appropriate and that some adjustment is required. This could be because prototype manufacture 
was accomplished in a development laboratory rather than in a normal production environment or that 
engineering personnel were used rather than production personnel. Numerous reasons are possible for less 
than totally continuous cost improvement. Since all programs are unique, the analyst must thoroughly 
evaluate their particularities.

Two Theories Associated with Less Than Continuous Improvement
Two theories, sequential and disjoint, address the issue of less than continuous improvement. Both theories 
maintain that the improvement slope is the same in production and development but that a step down in 
value occurs between the cost of the first prototype unit and the cost of the first production unit. 

In sequential theory, cost improvement continues where the first production unit equals the last 
production unit plus one, but a displacement on the curve appears at that point. In disjoint theory, the 
curve is displaced, but improvement starts over at unit one rather than at the last production unit plus one. 
These displacements are typically quantified as factors. Because disjoint theory restarts learning, it usually 
results in significantly lower production estimates.

The continuous cost improvement concept and sequential and disjoint displacement theories assume the 
same improvement slope in production as in development. Plots of actual cost data, however, sometimes 
indicate that production slopes are either steeper or flatter than development slopes. In cases in which the 
historic data strongly support a change in slope, the analyst should consider both a step down and a shift. 
For example, changing from an engineering environment to a heavily automated production line might 
both displace the improvement curve downward and flatten it.

End-of-Production Adjustments
As production ends, programs typically incur greater costs for both recurring and nonrecurring efforts. 
The recurring cost of end-of-production units is often higher than would have been projected from a 
program’s historic cost improvement curve. This is referred to as toe-up. The main reasons for toe-up are 

the transfer of more experienced and productive employees to other programs, resulting in a loss of ■■

learning on the production line;

reduced size of the final lot, resulting in rate adjustment penalties;■■

a decrease in worker productivity from the psychological effect of the imminent shutdown of the ■■

production line;



  GAO-09-3SP372 APPENDIX XI

a shift of management attention to more important or financially viable programs, resulting in ■■

delayed identification and resolution of production problems; 

tooling inefficiency, resulting from tear-down of the tooling facility while the last production lot is ■■

still in process;

production process modifications, resulting from management’s attempts to accommodate such ■■

factors as reductions in personnel and production floor space; and

similar problems with subcontractors.■■

No techniques for projecting recurring toe-up costs are generally accepted. In truth, such costs are often 
ignored. If, however, the analyst has access to relevant historic cost data, especially contractor-specific data, 
it is recommended that a factor be developed and applied. 

Typically far more extensive than recurring toe-up costs are the nonrecurring close-out costs that account 
for the numerous nonrecurring activities at the end of a program. Examples of close-out costs are 

the completion of all design or “as built” drawings and files to match the actual “as built” system; ■■

often during a production run, change orders that modify a system need to be reflected in the final 
data package that is produced;

the completion of all testing instructions to match “as built” production; and■■

dismantling the production tooling or facility at the end of the production run and, sometimes, the ■■

storage of that production tooling.


	Preface
	Abbreviations
	Introduction
	The Guide’s Case Studies
	The Cost Guide in Relation to Established Standards
	The Guide’s Readers
	Acknowledgments

	Chapter 1
	The Characteristics of Credible Cost Estimates and a Reliable Process for Creating Them
	Basic Characteristics of Credible Cost Estimates
	A Reliable Process for Developing Credible Cost Estimates


	Chapter 2
	Why Government Programs Need Cost Estimates and the Challenges in Developing Them
	Cost Estimating Challenges
	Earned Value Management Challenges


	Chapter 3
	Criteria for Cost Estimating, EVM, and Data Reliability
	Determining Data Reliability


	Chapter 4
	Cost Analysis Overview 
	Differentiating Cost Analysis and Cost Estimating
	Main Cost Estimate Categories
	The Overall Significance of Cost Estimates
	Cost Estimates in Acquisition
	The Importance of Cost Estimates in Establishing Budgets
	Cost Estimates and Affordability
	Evolutionary Acquisition and Cost Estimation


	Chapter 5
	The Cost Estimate’s Purpose, Scope, and Schedule
	Purpose
	Scope
	Schedule


	Chapter 6
	The Cost Assessment Team
	Team Composition and Organization
	Cost Estimating Team Best Practices
	Certification and Training for Cost Estimating and EVM Analysis


	Chapter 7
	Technical Baseline Description Definition and Purpose
	Process
	Schedule
	Contents
	Key System Characteristics and Performance Parameters


	Chapter 8
	Work Breakdown Structure
	Best Practice: Product-Oriented WBS 
	Common WBS Elements
	WBS Development
	Standardized WBS
	WBS and Scheduling 
	WBS and EVM
	WBS and Risk Management
	WBS Benefits


	Chapter 9
	Ground Rules and Assumptions
	Ground Rules
	Assumptions
	Global and Element-Specific Ground Rules and Assumptions 
	Assumptions, Sensitivity, and Risk Analysis 


	Chapter 10
	Data
	Data Collection
	Types of Data
	Sources of Data
	Data Applicability
	Validating and Analyzing the Data
	EVM Data Reliability
	Data Normalization
	Recurring and Nonrecurring Costs
	Inflation Adjustments
	Selecting the Proper Indexes 
	Data Documentation


	Chapter 11
	Developing a Point Estimate
	Cost Estimating Methods
	Production Rate Effects on Learning
	Pulling the Point Estimate Together


	Chapter 12
	Estimating Software Costs
	Unique Components of Software Estimation
	Estimating Software Size
	Estimating Software Development Effort
	Scheduling Software Development 
	Software Maintenance
	Parametric Software Estimation
	Commercial Off-the-Shelf Software
	Enterprise Resource Planning Software
	Software Costs Must also Account for Information Technology Infrastructure and Services 
	Unique Components of IT Estimation


	Chapter 13
	Sensitivity Analysis
	Sensitivity Factors
	Steps in Performing a Sensitivity Analysis
	Sensitivity Analysis Benefits and Limitations


	Chapter 14
	Cost Risk and Uncertainty
	The Difference Between Risk and Uncertainty
	Point Estimates Alone Are Insufficient for Good Decisions 
	Budgeting to a Realistic Point Estimate
	Developing a Credible S Curve of Potential Program Costs
	Risk Management


	Chapter 15
	Validating the Estimate
	The Cost Estimating Community’s Best Practices for Validating Estimates


	Chapter 16
	Documenting the Estimate 
	Elements of Cost Estimate Documentation 
	Other Considerations


	Chapter 17
	Presenting the Estimate to Management 

	Chapter 18
	Managing Program Costs: Planning
	Linking Cost Estimation as the Foundation for EVM Analysis
	The Nature and History of EVM
	Implementing EVM
	Federal and Industry Guidelines for Implementing EVM
	The Thirteen Steps in the EVM Process
	Integrated Baseline Reviews 
	Award Fees 
	Progress and Performance-Based Payments Under Fixed-Price Contracts
	Validating the EVM System


	Chapter 19
	Managing Program Costs: Execution
	Validating the Performance Measurement Baseline with an IBR
	Contract Performance Reports 
	Monthly EVM Analysis
	Project Future Performance
	Provide Analysis to Management
	Continue EVM until the Program Is Complete


	Chapter 20
	Managing Program Costs: Updating
	Incorporating Authorized Changes into the Performance Measurement Baseline
	Using EVM System Surveillance to Keep the Performance Measurement Baseline Current
	Overtarget Baselines and Schedules
	Update the Program Cost Estimate with Actual Costs
	Keep Management Updated


	Appendixes
	Appendix 1
	Auditing Agencies and Their Web Sites

	Appendix 2
	Case Study Backgrounds

	Appendix 3
	Experts Who Helped Develop This Guide

	Appendix 4
	The Federal Budget Process

	Appendix 5
	Federal Cost Estimating and EVM Legislation, Regulations, Policies, and Guidance

	Appendix 6
	Data Collection Instrument

	Appendix 7
	Data Collection Instrument: Data Request Rationale

	Appendix 8
	SEI Checklist

	Appendix 9
	Examples of Work Breakdown Structures

	Appendix 10
	Schedule Risk Analysis

	Appendix 11
	Learning Curve Analysis

	Appendix 12
	Technology Readiness Levels

	Appendix 13
	EVM-Related Award Fee Criteria

	Appendix 14
	Integrated Baseline Review Case Study and Other Supplemental Tools
	Exhibit A – Program X: Subject Contractor
	Exhibit B – IBR Discussion Assessment Forms
	Exhibit C – IBR Action Item Forms
	Exhibit D – Sample IBR Discussion Questions

	Appendix 15
	Common Risks to Consider in Software Cost Estimating

	Appendix 16
	Contacts and Acknowledgments

	References
	Image Sources
	Figure 1: The Cost Estimating Process
	Figure 2: Challenges Cost Estimators Typically Face
	Figure 3: Life-Cycle Cost Estimate for a Space System
	Figure 4: Cone of Uncertainty
	Figure 5: An Affordability Assessment
	Figure 6: Typical Capital Asset Acquisition Funding Profiles by Phase 
	Figure 7: Evolutionary and Big Bang Acquisition Compared
	Figure 8: Incremental Development
	Figure 9: Disciplines and Concepts in Cost Analysis
	Figure 10: A Product-Oriented Work Breakdown Structure
	Figure 11: A Work Breakdown Structure with Common Elements
	Figure 12: A Contract Work Breakdown Structure
	Figure 13: A Learning Curve
	Figure 14: A Sensitivity Analysis That Creates a Range around a Point Estimate
	Figure 15: Changes in Cost Estimate Uncertainty across the Acquisition Life Cycle
	Figure 16: A Cumulative Probability Distribution, or S Curve 
	Figure 17: A Risk Cube Two-Dimensional Matrix
	Figure 18: The Distribution of Sums from Rolling Two Dice 
	Figure 19: A Point Estimate Probability Distribution Driven by WBS Distributions
	Figure 20: Integrating Cost Estimation, Systems Development Oversight, and Risk Management
	Figure 21: Integrating EVM and Risk Management 
	Figure 22: Inputs and Outputs for Tracking Earned Value
	Figure 23: WBS Integration of Cost, Schedule, and Technical Information
	Figure 24: Identifying Responsibility for Managing Work at the Control Account 
	Figure 25: An Activity Network 
	Figure 26: Activity Durations as a Gantt Chart 
	Figure 27: Earned Value, Using the Percent Complete Method, Compared to Planned Costs
	Figure 28: The Genesis of the Performance Measurement Baseline
	Figure 29: The Time-Phased Cumulative Performance Measurement Baseline
	Figure 30: A Performance-Based Payments Structured Contract
	Figure 31: The EVM System Acceptance Process
	Figure 32: IBR Control Account Manager Discussion Template
	Figure 33: Monthly Program Assessment Using Earned Value
	Figure 34: Overall Program View of EVM Data 
	Figure 35: A Contract Performance Report’s Five Formats
	Figure 36: Understanding Program Cost Growth by Plotting Budget at Completion Trends 
	Figure 37: Understanding Program Performance by Plotting Cost and Schedule Variances
	Figure 38: Understanding Expected Cost Overruns by Plotting Estimate at Completion
	Figure 39: Rolling Wave Planning
	Figure 40: The Effect on a Contract of Implementing an Overtarget Budget
	Figure 41: Steps Typically Associated with Implementing an Overtarget Budget 
	Figure 42: Establishing a New Baseline with a Single Point Adjustment
	Figure 43: MasterFormat™ Work Breakdown Structure
	Figure 44: Network Diagram of a Simple Schedule
	Figure 45: Example Project Schedule 
	Figure 46: Estimated Durations for Remaining WBS Areas in the Schedule
	Figure 47: Cumulative Distribution of Project Schedule, Including Risk 
	Figure 48: Identified Risks on a Spacecraft Schedule: An Example
	Figure 49: A Risk Register for a Spacecraft Schedule
	Figure 50: Spacecraft Schedule Results from a Monte Carlo Simulation
	Figure 51: A Schedule Showing Critical Path through Unit 2
	Figure 52: Results of a Monte Carlo Simulation for a Schedule Showing Critical Path through Unit 2
	Figure 53: Sensitivity Index for Spacecraft Schedule
	Figure 54: Evaluation of Correlation in Spacecraft Schedule 
	Figure 55: An Example of Probabilistic Branching Contained in the Schedule 
	Figure 56: Probability Distribution Results for Probabilistic Branching in Test Unit
	Figure 57: A Project Schedule Highlighting Correlation Effects 
	Figure 58: Risk Results Assuming No Correlation between Activity Durations
	Figure 59: Risk Results Assuming 90 Percent Correlation between Activity Durations
	Figure 60: Schedule Analysis Results with and without Correlation 
	Figure 61: IBR Team’s Program Summary Assessment Results for Program X
	Figure 62: Program X IBR Team’s Assessment Results by Program Area
	Figure 63: Program X IBR Team’s Detailed Assessment Results for an Individual Program Area
	Table 1: GAO’s 1972 Version of the Basic Characteristics of Credible Cost Estimates
	Table 2: The Twelve Steps of a High-Quality Cost Estimating Process
	Table 3: Cost Estimating and EVM Criteria for Federal Agencies: Legislation, Regulations, Policies, and Guidance
	Table 4: Life-Cycle Cost Estimates, Types of Business Case Analyses, and Other Types of Cost Estimates
	Table 5: Certification Standards in Business, Cost Estimating, and Financial Management in the Defense Acquisition Education, Training, and Career Development Program
	Table 6: Typical Technical Baseline Elements 
	Table 7: General System Characteristics
	Table 8: Common Elements in Work Breakdown Structures
	Table 9: Cost Element Structure for a Standard DOD Automated Information System
	Table 10: Basic Primary and Secondary Data Sources
	Table 11: Three Cost Estimating Methods Compared
	Table 12: An Example of the Analogy Cost Estimating Method
	Table 13: An Example of the Engineering Build-Up Cost Estimating Method
	Table 14: An Example of the Parametric Cost Estimating Method
	Table 15: The Twelve Steps of High-Quality Cost Estimating Summarized
	Table 16: Sizing Metrics and Commonly Associated Issues 
	Table 17: Common Software Risks That Affect Cost and Schedule
	Table 18: Best Practices Associated with Risks in Implementing ERP
	Table 19: Common IT Infrastructure Risks
	Table 20: Common Labor Categories Described
	Table 21: Potential Sources of Program Cost Estimate Uncertainty
	Table 22: A Hardware Risk Scoring Matrix 
	Table 23: A Software Risk Scoring Matrix
	Table 24: Eight Common Probability Distributions
	Table 25: The Twelve Steps of High-Quality Cost Estimating, Mapped to the Characteristics of a High-Quality Cost Estimate
	Table 26: Questions for Checking the Accuracy of Estimating Techniques
	Table 27: Eight Types of Independent Cost Estimate Reviews
	Table 28: What Cost Estimate Documentation Includes
	Table 29: Key Benefits of Implementing EVM
	Table 30: Ten Common Concerns about EVM
	Table 31: ANSI Guidelines for EVM Systems
	Table 32: EVM Implementation Guides
	Table 33: Typical Methods for Measuring Earned Value Performance
	Table 34: Integrated Baseline Review Risk Categories
	Table 35: Contract Performance Report Data Elements: Format 1 
	Table 36: EVM Performance Indexes 
	Table 37: Best Predictive EAC Efficiency Factors by Program Completion Status
	Table 38: Basic Program Management Questions That EVM Data Help Answer
	Table 39: ANSI Guidelines Related to Incorporating Changes in an EVM System
	Table 40: Elements of an Effective Surveillance Organization
	Table 41: Key EVM Processes across ANSI Guidelines for Surveillance
	Table 42: Risk Factors That Warrant EVM Surveillance
	Table 43: A Program Surveillance Selection Matrix
	Table 44: A Color-Category Rating System for Summarizing Program Findings 
	Table 45: Overtarget Budget Funding Implications by Contract Type
	Table 46: Common Indicators of Poor Program Performance
	Table 47: Options for Treating Variances in Performing a Single Point Adjustment
	Table 48: Case Studies Drawn from GAO Reports Illustrating This Guide
	Table 49: Phases of the Budget Process
	Table 50: The Budget Process: Major Steps and Time Periods 
	Table 51: Aircraft System Work Breakdown Structure
	Table 52: Electronic/Automated Software System Work Breakdown Structure
	Table 53: Ground Software Work Breakdown Structure 
	Table 54: Missile System Work Breakdown Structure
	Table 55: Ordnance System Work Breakdown Structure
	Table 56: Sea System Work Breakdown Structure
	Table 57: Space System Work Breakdown Structure
	Table 58: Surface Vehicle System Work Breakdown Structure
	Table 59: Unmanned Air Vehicle System Work Breakdown Structure
	Table 60: Department of Energy Project Work Breakdown Structure
	Table 61: General Services Administration Construction Work Breakdown Structure
	Table 62: Automated Information System: Enterprise Resource Planning Program Level Work Breakdown Structure
	Table 63: Environmental Management Work Breakdown Structure
	Table 64: Pharmaceutical Work Breakdown Structure
	Table 65: Process Plant Construction Work Breakdown Structure
	Table 66: Telecon Work Breakdown Structure
	Table 67: Software Implementation Project Work Breakdown Structure
	Table 68: Major Renovation Project Work Breakdown Structure
	Table 69: Sample IT Infrastructure and Service Work Breakdown Structure
	Table 70: CSI MasterFormatTM 2004 Structure Example: Construction Phase
	Table 71: The Anderlohr Method for the Learning Lost Factor
	Table 72: IBR Leadership Roles and Responsibilities
	Case Study 1: Basic Estimate Characteristics, from NASA, GAO-04-642 
	Case Study 2: Basic Estimate Characteristics, from Customs Service Modernization, GAO/AIMD-99-41
	Case Study 3: Following Cost Estimating Steps, from NASA, GAO-04-642
	Case Study 4: Cost Analysts’ Skills, from NASA, GAO-04-642
	Case Study 5: Recognizing Uncertainty, from Customs Service Modernization, GAO/AIMD-99-41
	Case Study 6: Using Realistic Assumptions, from Space Acquisitions, GAO-07-96 
	Case Study 7: Program Stability Issues, from Combating Nuclear Smuggling, GAO-06-389
	Case Study 8: Program Stability Issues, from Defense Acquisitions, GAO-05-183
	Case Study 9: Development Schedules, from Defense Acquisitions, GAO-06-327 
	Case Study 10: Risk Analysis, from Defense Acquisitions, GAO-05-183 
	Case Study 11: Risk Analysis, from NASA, GAO-04-642
	Case Study 12: Applying EVM, from Cooperative Threat Reduction, GAO-06-692
	Case Study 13: Rebaselining, from NASA, GAO-04-642
	Case Study 14: Realistic Estimates, from Defense Acquisitions, GAO-05-183 
	Case Study 15: Importance of Realistic LCCEs, from Combating Nuclear Smuggling, GAO-07-133R 
	Case Study 16: Importance of Realistic LCCEs, from Space Acquisitions, GAO-07-96
	Case Study 17: Evolutionary Acquisition and Cost Estimates, from Best Practices, GAO-03-645T 
	Case Study 18: Incremental Development, from Customs Service Modernization, GAO/AIMD-99-41
	Case Study 19: The Estimate’s Context, from DOD Systems Modernization, GAO-06-215
	Case Study 20: Defining Requirement, from United States Coast Guard, GAO-06-623
	Case Study 21: Managing Requirements, from DOD Systems Modernization, GAO-06-215
	Case Study 22: Product-Oriented Work Breakdown Structure, from Air Traffic Control, GAO-08-756
	Case Study 23: Developing Work Breakdown Structure, from NASA, GAO-04-642
	Case Study 24: Developing Work Breakdown Structure, from Homeland Security, GAO-06-296
	Case Study 25: The Importance of Assumptions, from Space Acquisitions, GAO-07-96
	Case Study 26: Testing Ground Rules for Risk, from Space Acquisitions, GAO-07-96
	Case Study 27: The Industrial Base, from Defense Acquisition, GAO-05-183
	Case Study 28: Technology Maturity, from Defense Acquisitions, GAO-05-183
	Case Study 29: Technology Maturity, from Space Acquisitions, GAO-07-96
	Case Study 30: Informing Management of Changed Assumptions, from Customs Service Modernization, GAO/AIMD-99-41
	Case Study 31: Fitting the Estimating Approach to the Data, from Space Acquisitions, GAO-07-96
	Case Study 32: Data Anomalies, from Cooperative Threat Reduction, GAO-06-692
	Case Study 33: Inflation, from Defense Acquisitions, GAO-05-183
	Case Study 34: Cost Estimating Methods, from Space Acquisitions, GAO-07-96
	Case Study 35: Expert Opinion, from Customs Service Modernization, GAO/AIMD-99-41
	Case Study 36: Production Rate, from Defense Acquisitions, GAO-05-183
	Case Study 37: Underestimating Software, from Space Acquisitions, GAO-07-96
	Case Study 38: Sensitivity Analysis, from Defense Acquisitions, GAO-05-183
	Case Study 39: Point Estimates, from Space Acquisitions, GAO-07-96
	Case Study 40: Point Estimates, from Defense Acquisitions, GAO-05-183
	Case Study 41: Validating the Estimate, from Chemical Demilitarization, GAO-07-240R
	Case Study 42: Independent Cost Estimates, from Space Acquisitions, GAO-07-96
	Case Study 43: Documenting the Estimate, from Telecommunications, GAO-07-268
	Case Study 44: Validating the EVM System, from Cooperative Threat Reduction, GAO-06-692
	Case Study 45: Validating the EVM System, from DOD Systems Modernization, GAO-06-215
	Case Study 46: Cost Performance Reports, from Defense Acquisitions, GAO-05-183
	Case Study 47: Maintaining Performance Measurement Baseline Data, from National Airspace System, GAO-03-343 
	Case Study 48: Maintaining Realistic Baselines, from Uncertainties Remain, GAO-04-643R
	1.Best Practices Checklist: The Estimate
	2.Best Practices Checklist: Purpose, Scope, and Schedule
	3.Best Practices Checklist: Cost Assessment Team
	4.Best Practices Checklist: Technical Baseline Description
	5.Best Practices Checklist: Work Breakdown Structure
	6.Best Practices Checklist: Ground Rules and Assumptions
	7.Best Practices Checklist: Data
	8.Best Practices Checklist: Developing a Point Estimate
	9.Best Practices Checklist: Estimating Software Costs
	10.Best Practices Checklist: Sensitivity Analysis
	11.Best Practices Checklist: Cost Risk and Uncertainty
	12.Best Practices Checklist: Validating the Estimate
	13.Best Practices Checklist: Documenting the Estimate
	14.Best Practices Checklist: Presenting the Estimate to Management
	15.Best Practices Checklist: Managing Program Costs: Planning
	16.Best Practices Checklist: Managing Program Costs: Execution
	17.Best Practices Checklist: Managing Program Costs: Updating



